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(a) Before the ABI efforts. (b) After the ABI efforts.

Figure 1: PCVS output for the ongoing port of the ABI in the MPC runtime.

ABSTRACT

MPI is the de-facto standard for message-passing and more gener-
ally distributed memory programming in High-Performance Com-
puting (HPC). For the last 25 years, this programming interface
has continuously renewed itself to provide the best performance
to parallel programs. With a rigorous standardization process and
backward compatibility, MPI is known as a reliable interface. How-
ever, recent evolutions have pushed for implementing an Appli-
cation Binary Interface (ABI) in the standard, for several reasons
that we will quickly cover in the context of the MPC MPI runtime.
In this poster, we first outline our vision of the ABI benefits for
MPC and more generally MPI and then detail how we implement it
in the context of this specific runtime. We then conclude with the
opportunities for a more open MPI ecosystem thanks to such ABI.
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1 INTRODUCTION

For the last 25 years, MPI has been setting the standard for mes-
sage passing in High-Performance Computing, enabling distributed
memory computation at scale. In computer science, such longevity
is exceptional and it testifies to the exceptional capabilities and use-
fulness of the MPI standard. Meanwhile, the HPC landscape is about
to rapidly change which the rise of new drivers in the computing
demands: machine learning. While simulation usefulness is not to
be questioned, driving HPC since the start[2], Machine Learning
(ML) payloads are probably the use-case which will leads to the
largest computing demand in the near future[18, 21]. Despite ML
being mostly based on Python frameworks and GPUs[1, 19], there
are no reasons it shall not leverage more efficient native languages
and eventually distributed memory to further accelerate its results.

This general introduction is bringing us to the implementation
of the ABI inside MPI[16]. Indeed, we think that MPI has to become
more agile in terms of target languages and ecosystem to make it a
reliable candidate for ML payload willing to scale out of a single
node. Due to its longevity, MPI’s usefulness is demonstrated for
tightly boundHPC payloads, the question is then how to extend it to
other payloads and more precisely other programming languages.
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2 TOWARDS A MULTI-LANGUAGE
INTERFACE

We think that one of the first characteristics of ML payloads is
that they generally use higher-level languages and solely run their
compute-intensive kernels using native languages (Numpy[22],
Cuda). MPI usage for such payloads is then associated with the
availability of expressive bindings in the language of interest, mostly
Python. This process is currently cumbersome as it is difficult to
target the various runtimes of interest (OpenMPI and MPICH) as
they do not share the same ABI. For this reason, the definition
of an MPI ABI is a facilitator for such effort ś ensuring the wide
availability of MPI for Python (and many others) bindings.

HPC is used to a limited set of scenarios, OpenMP, MPI, Fortran,
C, and C++[3, 12] while ML is much more agile in terms of computa-
tional expressivity[17] ś relying on a wide range of runtimes. There
is then certainly an area of convergence keeping the best of both
worlds, the flexibility of higher-level languages and the efficiency
of compiled languages. Growing interest[6, 9, 14] for Python[8],
Rust[7, 13] and Julia[5] in HPC is testimony to the need for new
abstractions and alternative ways of defining computing.

Following this statement, we considered that the ability to grace-
fully interact with other languages is a priority for MPI and there-
fore, this need translated to the implementation of the MPI ABI in
the MPC MPI runtime which is a research vehicle for MPI.

3 MULTI-PROCESSOR COMPUTING (MPC)

MPC[20] is a thread-based implementation of MPI. It aims at trans-
parently converting regular MPI processes (bound to UNIX pro-
cesses) to thread-based processes (bound to user-level threads). This
process is supported by a dedicated modified compiler which trans-
lates global variables to Thread-Local Storage (TLS) automatically[4].
This enables a single UNIX process to run the same binary multiple
times inside a shared-address space. In addition, MPC is also featur-
ing an OpenMP runtime[10] and an implementation of User-Level
Threads (ULT) compliant with Pthreads to capture all active wait
state into the scheduler.

4 IMPLEMENTING THE ABI

As far as the ABI is concerned it is based on pointer handlers and
specifies values for all the handles in the space of the first system
page (less than 4KB). Implementing the ABI is then matching all
the handle types in MPI with pointers and following all the values
as stated by the MPI standard. The reference implementation for
this is done by Hammond in the context of Mukautuva[11], it is
what we follow to make a first implementation in MPC.

4.1 Current State of MPC

Due to constraints in the Fortran handles, MPC originally used
integer-based handles to manage its whole interface. This allowed
the direct implementation of F77 bindings without any form of
conversion[23]. The drawback is naturally that the conversion is
systematic for C and C++ while not being compulsory. A recent
refactoring has defined pointer-based handles for communicators
and MPI windows[15], but all handles must be completed to match
the ABI constraints. It is this process that the poster outlines, with

a focus on how we monitor the change and progress thanks to
test-driven development.

4.2 Outline of ABI Changes

Changing from integer handles to pointers is a relatively simple
process for C as practically all handles were already internally
structs and there were translation mechanisms to move from and
to these integers. These structs have now to be exposed as opaque
structs (which are also normalized) to follow the proposed ABI.
This then leads to changes in the outer layers of the MPI interface,
removing conversions and eventually removing some logic and tests
in the MPC runtime, simplifying the C interface logic by directly
consuming the opaque struct.

5 TEST-DRIVEN APPROACH

Due to the number of cases to handle, we have started our imple-
mentation of the ABI inside MPC by working on a generic test suite
for the new ABI. As the ABI is still a moving target and under the
active definition in the standard, we needed to define a dynamic
way of testing. We then use a JSON file which is unfolded thanks
to a dedicated script into multiple tests. This stands both for types
and values.

Listing 1: Json defining the test for an MPI_Datatype handle.

{ " name " : " MPI_Datatype " , " v a l u e " : " s t r u c t MPI_ABI_Datatype ∗ " ,
" k ind " : " type " , " l ang " : " c " }

Using the code defined in the Listing 1, the test of Listing 2 is
unfolded to validate that the target handle has the right type. It
uses the C11 _Generic extension to validate the equality of the
handle typedef and its opaque struct name. As far as the predefined
values are concerned this is simply based on asserts.

Listing 2: Test generated from Listing 1.

# i n c l u d e <mpi . h>
# i n c l u d e < a s s e r t . h>
# i n c l u d e < s t d d e f . h>
# i n c l u d e < s t d i n t . h>

i n t main ( vo id )
{

MPI_Datatype var ;
i n t sametype = _Generic ( var , s t r u c t MPI_ABI_Datatype ∗ : 1 , ←↪

d e f a u l t : 0 ) ;
assert ( sametype ) ;
r e t u r n 0 ;

}

With the test, we also leverage the PCVS testing runtime to run
all the tests in parallel, while generating a report of our porting
efforts.

5.1 State of the Implementation

As presented in Figure 1 which shows a report of the ABI test
suite both before and after the beginning of our porting efforts
we are currently in the process of fully implementing the ABI in
MPC. Overall the process is relatively straightforward and we do
not encounter practical issues to do so. It is mostly a repetitive
and error-prone process due to the large number of functions and
handle values in MPI. For this reason, we believe that the ABI test
suite which we have built to guide our efforts will be useful for the
wider MPI community ensuring all ABI requirements are fulfilled.
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For this reason, this code will be part of the http://mpicheck.pcvs.io
automated test suite as soon as ABI constraints start to be drafted
as a standard.

6 CONCLUSION

In this poster, we described how MPC is implementing the future
MPI ABI. We first motivated the in-depth changes we see in the
HPC landscape in the near future and outlined how important
language bindings will be in this changing context. We have defined
a complete and automatically scaffolded test suite for the MPI ABI,
test-suite that can be used by other MPI runtimes to ensure their
compliance. This test-suite will be released in open-source as part
of mpicheck shortly.

Following this effort, we are also considering implementing parts
of the MPC runtime in other languages, we have efforts undergoing
to reimplement the user-level scheduler in Rust and we want to
continue this modularization. It is also important to note that thanks
to the ABI it is now possible to create portable plugins to replace
part of the MPI interface. Such plugins can also be in any language
as long as they satisfy the C ABI. We see this use of new languages
as an opportunity to experiment with other languages which may
provide opportunities for more idiomatic implementations and
transitively more actionable codes.
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Implementing the ABI7

Conclusion8
              The standardization of the MPI ABI is a new layer of constraints. Nevertheless, it 
will allow new possibilities for the standard to evolve and conquer new users. The first 
drafts and works on it has allowed us to build a test suite to check the compliance with an 
ABI and to modify MPC MPI implementation to get closer to what the ABI may be. 
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